MCC Installation requirements and Instructions

The table below lists all the features of MCC and their requirements.

NOTE: Features are from the user’s point of view and may consist of one or more components. For example, IDE RAID Server needs two RPM packages, whereas Registration Server needs just one package.
	Feature
	Requirement

	MegaRAID Web Server
	TCP stack needs to be up and running for Web Server to function. There is no requirement for installing Web Server. Web Server is installed in /opt/LSI directory.

There are no RPMs required. The .jar files and directories are simply copied to /opt/LSI directory.

	MegaRAID Registration Server
	TCP Stack needs to be up and running for Registration Server to function. There is no requirement for installing Registration Server. It is installed in /usr/sbin.

RegSvr-x.y-z.i386.rpm

	SCSI RAID

(NOTE: SCSI support is removed from Toshiba project now).
	SCSI RAID and its sub features can be installed only if “megaraid” driver is found to be loaded. This is checked by checking if the directory /proc/megaraid exists and is readable.

NOTE: Because of a bug in ISMP, though the SCSI driver is not installed, this and its sub features will be displayed to the user. User is even allowed to select these features. However, they will not be installed during the installation process.

	- RAID Server
	This feature will be installed only if “megaraid” driver is found. Needs TCP stack to function.

RSLinux-x.y-z.i386.rpm

	- Service Monitor
	This feature will be installed only if “megaraid” driver is found.

There is no RPM required. A directory is created under /opt/LSI and contents are copied.

	- SNMP
	This feature will be installed only if “megaraid” driver is found. Installation will succeed if UCD-SNMP version 4.1.2 or above is installed.

percsnmp-x.y-z.i386.rpm

	IDE RAID
	IDE RAID and its sub features can be installed only if “megaide” driver is found to be loaded. This is checked by checking if the directory /proc/megaide exists and is readable.

NOTE: Because of a bug in ISMP, though the IDE driver is not installed, this and its sub features will be displayed to the user. User is even allowed to select these features. However, they will not be installed during the installation process.

	- RAID Server
	This feature will be installed only if “megaide” driver is found.

RSLinux-x.y-z.i386.rpm
Spy-rh- x.y-z.i386.rpm

	- SNMP
	This feature will be installed only if “megaide” driver is found.

Spy-rh- x.y-z.i386.rpm

exsnmp- x.y-z.i386.rpm
NOTE: Please see the section “How to install and extend snmpd agent” for further details on this feature.


Installation Steps:

Make sure Java run time environment is installed and is in path.

Switch to GUI screen (KDE/GNOME etc). Installation will work only on Xterminal Screens.

Copy MCCLinux-x.yy-z.jar into a directory (say MCC)

Change to ../MCC directory.

At the shell prompt, type “java –jar MCCLinux-x.yy-z.jar”

Unistallation Steps:
Switch to GUI screen.

Go to the directory /opt/LSI/_uninst
At the shell prompt, type “java –jar uninstall.jar”

Update Steps:
MCC Installation does not support component updates currently. One must uninstall a feature and reinstall that particular feature.

Configuring Web Server and RAID Servers:
There are two ways to run MCC. First is locally, where all the components are in a single machine. The other is where there are multiple systems running RAID Servers in the network. Following description applies to both. Running locally must be treated as a special case of the former.

· Web Server is UNAWARE of registration server. It knows only about RAID Servers.

· RAID Servers are UNAWARE of Web Server. They know only about Registration Server.

· Registration Server is UNAWARE of both – Web Server and RAID Servers.

Follow these steps to configure Web Server and RAID Servers.

· There must be only one Registration Server running in the network. It can co-exist with either Web Server or any RAID Server. Of course, in the LOCAL setup, all the components run on a same machine.

· Registration Server must be running before the RAID Servers are started. Registration Server can be started by typing /usr/sbin/RegSvr at the prompt. (/usr/sbin/RegSvr –stop to stop) 

· First task is to make a RAID Server become aware of the Registration Server. To do this:

· Open /etc/regserv.dat
· Type either the IP or the name of the server running the Registration Server.

· If you are using the name instead of IP, make sure the name is resolvable. (Try pinging the server using name).

· If the name is not resolved, you can add the name to “hosts” file. (/etc/hosts)
· If everything is running locally, you may type “localhost” or 127.0.0.1 in the first line of /etc/regserv.dat
· The above steps must be done in each machine where RAID Server is running. Once that is done, all RAID Servers may be started. To start a RAID Server type /user/sbin/RSLinux at the prompt. (Type /usr/sbin/StopServer to stop a RAID Server)

· Now Web Server must be made to point at any of the RAID Servers. To do this:

· Open the file /opt/LSI/mcc.properties

· This file contains many NAME=VALUE pairs.

· Locate the name “RAID_SERVER_NAME”
· Type either the name or IP of a RAID Server.

· If you are using the name, make sure it is resolvable. (Try pinging the machine using the name).

· If the name is not resolved, you can add the name to “hosts” file. (/etc/hosts)
· If everything is running locally, you may type RAID_SERVER_NAME=localhost
· Now start the Web Server.
How to set & modify Full Access Password:
· Password must be set on every machine that runs RAID Server (RSLinux). 

· To set the password for the first time, type /usr/sbin/SetPass at the shell prompt. 

· SetPass utility prompts user to enter a new password and confirm it. 

· Length of the password must not be more than 40 characters.

· If a password has already been set, then SetPass allows a user to modify it.

· Password is maintained in the file /etc/raidpass.val
· Password needs to be set every time you uninstall and install MCC.

Miscellaneous points:
· log files (RSMessages.log & PollMessages.log) are created in the directory /var/log 

· /usr/sbin/RSLinux –ver will now print version information.

· Starting from MCCLinux Version 1.21-1, a new facility to limit the size of log files is added.

·  Open the file /etc/rslinux.cfg. 

· This is basically an INF kind of file with parameters in the form of NAME=VALUE.

· The NAME “max_log” specifies the maximum size (in bytes) up to which a log file can grow.

· RAID Server periodically examines the file size and trims the file to half the maximum size set. For example, if the maximum size is 2MB, then when the file crosses 2MB, it is truncated to roughly 1MB size. The default value is 1MB.

· The NAME “trim_interval” specifies the length of the period after which next size check for trimming is scheduled. The default value is 120 minutes.

· The oldest messages are deleted first.

· Log files log messages whose severity value is equal or more than the value set in /etc/rslinux.cfg.

How to install and extend snmpd agent

To install and extend the snmpd agent you have to follow these steps:

1. Get the source code of standard snmp and copy it in your machine

2. Compile the source and install the standard snmp agent

3. Extend the snmp agent for ‘Spy’ support

4. Run the extended snmp agent

If the snmp agent is already installed in the machine (e.g. in redhat linux you may have it already) then step 1-2 is not required.

Step1. (Get the source code of standard snmp and copy it to your machine)

· Download the file ‘ucd-snmp-4.2.1.tar.gz’ from site 

‘http://net-snmp.sourceforge.net/’ download section.

· Copy it under ‘/usr’ directory

· Uncompress it using ‘tar –zxvf’ and it will create a directory ‘ucd-snmp-4.2.1’

Step2. (Compile the source and install the standard snmp agent)

· Go to the directory ‘/usr/ ucd-snmp-4.2.1’

· Run configuration using ‘./configure’ (you may need to press enter 4-5 times)

· Run ‘make’ to build the agent

· Run ‘make install’ to install it

Note: The step2 will install the snmp agent (i.e. snmpd) under ‘/usr/local/sbin/’. In Linux you may have another snmp agent (i.e. snmpd) under ‘/usr/sbin/’ with standard distribution. So, don’t confuse it with this.

Step3. (Extend the snmp agent for ‘Spy’ support)


Install the rpm file exsnmp-2.0-9.i386.rpm using “rpm –i exsnmp-2.0-9.i386.rpm” which will do the following

· Copy the file ‘MegaRaid.so’, which is a dynamic link library to communicate with spy, under /lib

· Copy a proper snmp configuration file spysnmpd.conf under /etc/snmp/. 

· The file spysnmpd.conf  contains an entry “dlmod MegaRaid /lib/MegaRaid.so” (at the very last line) using which IDERAID information can be obtained through ‘Spy’ daemon.

Step4. (Run the extended snmp agent)

· Make sure ‘Spy’ is running before starting the snmpd agent. Then stop and start the agent using ‘/etc/rc.d/init.d/snmpd –c /etc/snmp/ spysnmpd.conf’

· You can test the agent using 

‘snmpwalk localhost public .iso.org.dod.internet.private.enterprises.3582.1’
